What's New in Education in Maple 2025?

Maple 2025 includes a number of improvements to support teaching and learning of
mathematics and science.

V¥V Step-by-Step Solutions

Maple 2025 improves the existing suite of commands for showing step-by-step solutions to
standard math problems. It also adds one new method.

Our step-by-step solutions in Maple are highly regarded by our users and are widely used
within Maple. These same solutions are also featured in Maple Calculator and Maple Learn,
and we consistently receive valuable feedback on them across all our products. For Maple
2025, we've made exciting updates based on this input. We've expanded our Linear Algebra
steps by adding steps for matrix transpose. and we've refined the heuristics for several
integration methods, including integration by parts and change of variables, to make the
steps clearer for students and more aligned with the approaches they will encounter.

V Step-by-Step Integration
Maple 2025 has improved heuristics for several classes of integration method, including
integration by parts and change of variables.

with| Student -CalcudusI) -
Understamd| I, constamt, ¢*, '+ ) -

V¥V Integration by Parts
Integration by parts is now utilized in more cases where it will lead to a simpler
sequence of steps.

The following example is now done in far fewer steps, and also produces a much
simpler result. In previous versions the sclution began with a «= > substitution,

A "
F >

5sin(5x) (%) + 6 cos(5x) ()" — Ssin(5x) + 6 cos(5x)

: +C
e

leading to the result

ShowSolution( Irt( cos(5 -x) sinh(6-x).x))
Integration Steps
J‘Eﬂsl:ﬁ x) sinh(6x) dx
: 1. Apply integration by Parts
= Recall the definition of the Partsrule
[i’{ dv=vu— J‘v de
> First part
1= cos(5x)
> Second part

av=sinh(6x)
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= Differentiate first part

du= ab cos(3 x)

dx
du= —5sin(5x)
= Integrate second part
i J‘sinh[ 6x) dx
_ cosh({6x)
4]

I cos(5x) cosh(6x) J_ 5cosh(6x) sin(5x)
]

J cos(5 x) sinh(6x) dy= e dx

This gives:

- 5 Jmsh(ﬁxj sin(5x) dx
cos( 5 x) cosh(6x) o
) 6
2. Apply integration by Parts
= Recall the definition of the Partsrule

Jr{ dv=vu— Jﬂv dis

= First part
1= sin( 5 x)

o Second part
av=cosh(6x)

o Differentiate first part

s b e
di= . sin( 5 x)

du=5cos(5x)

o Integrate second part

V= J cosh( 6 x) dx

_ sinh(6x)
6

qush[ﬁ.‘rj I

sin(5x) sinh(6x) J' 5cos(5x) sinh(6x) i
i] 4]

This gives:

n (i) kLA 5 _l‘cusliﬂ x) sinh(6 x) dx
cos( 5 x) cosh(6x) ” ] B 6

(1)

|

4] 6
1. Solve the equation algebraically
= Define

F=|cos{5x)sinh(6x) dx
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o Solvefor F

cos( 5 x) cosh(6x) Ssin(5x) sinh(6x) 25 F

= 6 & 36 ~ 736
This gives:
6 cos( 5 x) cosh(6x) 4 5sin( 5 x) sinh(6x)

61 61

. Add constant of integration

6 cos(5 x) cosh{6 x) 8 5sin({5x) sinh({6x)

61 61 B

¥V Improved Change of Variables

An improved heuristic for finding successful candidates for a change of variable allows
more examples to succeed, or to succeed in fewer steps.

This example was not able to be computed in previous versions:

.S’F:mvSahmﬂn[Im[ [r + %] 5,1'11I[.'-(‘2 + ‘{'}1]]

Integration Steps

1
.‘(+T

sin(x* + x) &
1. Apply a change of variables to rewrite the integral in terms of u
= Letube
n=—x*—x
= Differentiate both sides
du=[—2x—1)dx

= Isolate equation for

dy=— el
2x+1

= Substitute the values for u and dx back into the original

1 ~
X+ o Jcsc[rfj du
——— dr=
sin(x* + x) 2
This gives:
J‘csc(r{] di
2
2. Rewrite

= Equivalent expression
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-
F

csclu)” — csclu) cotu)
csclu) — cot(u)

csclu) =

This gives:
[J, u:sclinjl2 — csefu) cotfu) d”}

csclu) — cot(u)

2

3. Apply a change of variables to rewrite the integral in terms of v
Letvbe
v=csclu) — cot(u)
Differentiate both sides
dv  d

e de

Ewvaluate

(csc{u) — cot{u))

-
¥a

dv=—csclu) cot{u) + 1 + cot(u)) du
Substitute in the values of u and du

Jﬁ n:sc[wjl2 — csclu) cot{u) dr{:J,L -
¥

csclu) — cot(u)

This gives:

(2]

s 0 g

7

4. Apply the reciprocalrule to the term J’% dv
Recall the definition of the reciprocalrule

(g
J ~ dv=1n(v)

We can rewrite the integral as:
(In(v))

5. Revert change of variable
Wariable we defined in step 3

I\...'lli—*

v=csclu) — cot(u)

This gives:

(Infcse{u) — cot{u)))

I\..'lli—*

6. Revert change of variable
Wariable we defined in step 1

.,
u=—x"—x

(2)
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This gives:

(1 —ese(2® + x) + cot(F + x)))

I\Jli—*

. Add constant of integration

In{ —cse(x + x) + cot(x + x) |
2

T

This example was not able to be computed in previous versions:
.S’hmvSohmon[Im[ I'l'rJ' +7) -51'11[ % ST r]r)]
2
Integration Steps
4 . 1 5 y
(x*+ 7) 5111[ ?r‘ - ?.TJ dx

. 1. Apply a change of variables to rewrite the integral in terms of i
» Letube

H= +Tx

L | =t
:_<l..'|

o Differentiate both sides
du=(*+7)

= Isolate equation for
1

g

= Substitute the values for u and dx back into the original

-l

=

i "
J[.T4 +7) 51'11[ %x‘: - h‘J d‘r=J51'ﬂ|:?f:| du
This gives:
Jﬁsin[:‘{] de e

: 2. Evaluate the integral of sin{)
= Recall the definition of the sin rule

Jﬁsin(n]l di= —cos{u)

This gives:

—cos( 1)

3. Revert change of variable
= Variable we defined in step 1

u= + Tx

L | i
:-ql-'l

This gives:

[—l]-[cus[%:rj+ ?.‘r]]
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. Add constant of integration

1 5 Y
—cus[?x“+ ?.TJ e

The following example is now done in fewer steps. The initual u-substitution now
includes the -1 constant. thus avoiding the need for a second change of variables later
in the solution.

ShowSolution(((5-:* — 37 —2x) (¥ — ¥ — ¥ — 1}_1,.‘(]]
Integration Steps

[ 5 — 32— 2x
e e T

dr

1. Apply a change of variables to rewrite the integral in terms of u
= Letube

T R R
= Differentiate both sides

du=(5x"— 37— Fx)cde
= Isolate equation for v

o= 1 du

x(5%¢ —3x— 2)

o Substitute the values for u and dx back into the original
[ 5x*— 34— 2x
[Er

dr= J i dus
i

This gives:
[ (4)
L du

u

: 2. Apply the reciprocalrule to the term J’% du

= Recall the definition of the reciprocal rule

J 1. di=Inf u)

u
We can rewrite the integral as:
In( )

e 3. Revert change of variahle

o WVariable we defined in step 1

T R R
This gives:
In(X—xX—2F—1)

. Add constant of integration
T o asgiug g
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V Integration Steps

Maple 2025 improves the steps for integration problems given by the ShowSolution
command. Mere detail is provided for change-of-variables integration steps. The
change of bounds step is documented when applying change-of-variable rule to a
definite integral.

expr=Inl | —F+9.x=0.3)

epr:= | —x"+ 9 dx (3)

ShowSolution| expr)
Integration Steps

3
J.\,‘. _T‘_"E"d.'f
0

1. Apply a change of variables to rewrite the integral in terms of u

= Found patterna — EJ.‘(E; let:
x=3sin(u)
= Differentiate both sides

d_d
ik die

o Ewaluate

Isin(u))

v =3 cos{u) du

o Solvex=3sin(u), givenx= 0and x = 3, to calculate the new bounds

w=10._.

|u|;=|

s Substitute in the values of x and o

i

v —x+9 d‘r=J‘3\J’ —95{11[;’{]2 + 9 cos(u) du
“0
o Ewaluate roots

ﬂ?: (3 cos(u)) cos(u) due
= Multiply 3-(3 cos(u) ) -cos( u)

r

(9 cos( a‘r]z} dre

= Apply Pvthagoras trig identity, cos( !'E:IE =1- s.inl[a‘fj2
J? (1— s.in[nr]:} due

= Ewaluate
JI{ —9sin(u)* + 9) du

= This simplifies to
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hJI A

J (—9sin(u)* + 9) du
h

2. Apply the sum rule
Fecall the definition of the sum rule
J[f[ ) + glu))du= J‘f[ &) die + J‘g( a) due

flu) = —9sin(1)?

glu)=9
This gives:
d5 I

J —95in|:f{:|2dn+ J‘ & du
0 0

3. Apply the constant multiplerule to the term j— 9 sin( u]l2 du

Recall the definition of the constant multiplerule

“C' flu)du=0C Jﬂ u) du
This means:
= 9 51'11[5'{)2 diu=—9 J‘sin[ a’{]: due

We can rewrite the integral as:

| A
3| A

—EPJ‘ sin(s::lzdw +J‘ 9 du
3 0

o
4. Rewrite
Equivalent expression
- 2
g % . cns(z_ 1)
This gives:
E x

-8 J‘ [L—MJM +J‘ 9 du
e 2 ;

5. Apply the sum rule
Recall the definition of the sum rule

J(f[ u) + glu)) du= J‘f( #) du + J‘g( a) due

1
Aw) =
cosi2 u
glu) = — <21
This gives:
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N

| A

LY
T
2

—9 J L dn+J _ Sos(2u) dau +J‘ 9 du
. .
0 0 0

I-Jl A

6. Apply the constant rule to the term J‘% du

Eecall the definition of the constant rule (6)

Cdu=Cu

This means:

]
L

die=

L el
I\...'lli—*
Iu|

We can now rewrite the integral as:

3| A
3| A

"

[—Q—E]—9J . d?{+J 9 du
4 . 2 :

cos(2 u)

7. Apply the constant multiplerule to the term J‘— du

E.ecall the definition of the constant multiplerule
JC' flu)du=0C J‘f( ) du

This means:
cos(2wm) , J':‘:‘S':E u) du
E-a— die= — .

We can rewrite the integral as:

k3| H
-

J cos(2 u) du =
On 0 g

IL_T_E" _2— +J‘E 9d”

8. Apply a change of variables to rewrite the integral in terms of v
Letvbe
v=2u
Differentiate both sides
av=2du
Isolate equation for
o

du=—
2

Solvev=2u givenu= 0 and # = —, to calculate the new bounds

M|H

v=0_m

Substitute the values for v and du back into the original
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r-.ll A

T

[ cosl 2 u) dr{=Jﬁ @ dv
5

‘0

This gives:
m
9 J @dv] i3
On o ° [
oy + 5 + Jc 9 du

9. Apply the constant multiplerule to the term J“é& dv

Recall the definition of the constant multiplerule
Jc- Av) dv=C J‘f( V) dv

This means:

Jn cull s} i J‘cnsiv] dv

2

We can rewrite the integral as

1Y

J cos(v) dv
o

r-.l| A

___9 e
4

w0
=
2 | b2

+J‘ 9du
0

10. Evaluate the integral ofcos(y)
Recall the definition of the cosruile

J‘cn s(v) dv=sin(v)

Apply limits of definite integral

sin(v) — [51'11(1:] 3
V=T M= U‘J
This gives:
I
. + J 9 du
4 0

11. Apply the constant rule to the term JE’ dv

Recall the definition of the constant rule

JC' dv=Cv

This means:

JE*dv=9v

We can now rewrite the integral as:
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¥V Smarter Reverting of a Change of Variables

Expansion will not eccur in some cases when reverting a change of variables. This can
produce expected simpler results.

You can see this, for example, in the case of a factored polynomial. In the example
below the result of Step 3 is no longer expanded.

.S'hmvSahmon[Im[x-frz = 1}5, -‘f] ]
Integration Steps
Jﬂ.'r (+* — 1]'i dx

e 1. Apply a change of variables to rewrite the integral in terms of i
o Letube

-

u=x —1
= Differentiate both sides
du=2xex

o Isolate equation for

dr= -

2x

= Substitute the values for u and dx back into the original

Jﬂ.'('{.‘l; - l}id‘r= —[J?id”)

This gives:

2
2. Apply the power rule to the term J‘ui du

= Recall the definition of the power rule, forn + -1 7

i +1
i
Jre"dH:
n+ 1
= This means:
541
3 {
wdu= E
541
= 5o,
G
5 i
W diu=—
&
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We can rewrite the integral as:

28
12

3. Revert change of variable
Wariable we defined in step 1

n=x—1
This gives:

1 {t;_ ].}E

12
Add constant of integration
(e 1)"

12

+

¥V Matrix Transpose
The transpose of a matrix is a straightforward linear algebra operation once you know the

process, which is now easily accessible through the TransposeSteps command.

with| Student-Linear4lgebra) -

11 12
M=| 21 22

31 32
TransposeSteps| M)

1L i1
M=|21 2
3l 3

[} ]

[

Recall the definition of transpose.
Given:

"ALT TADY
4=| "B1* "B2"

"l eE
The rows are switched to columns.
| A 'BI" Ccr

AT TRIR CTEE

Take the first row of the given matrix.

11 12

(8)
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. Insert it as the first column of the result matrix.

11

12

*  Follow the pattern to copy all rows to columns. The transpose is:

¥ Improved Ability to Generate Similar Problems

* Instructors and students have long wished for an easy way to generate questions similar
to the ones they're working on. Depending on the question, this isn't always
straightforward. In previous versions of Maple, we took our first step toward solving this
with the GenerateSimilar command, which generates a new random expression with
properties similar to a given one. For example, if you input a quadratic with integer
coefficients and integer roots, GenerateSimilar will produce a new expression that shares
those characteristics.

« With Maple 2025, we've expanded this capability to include derivatives, making it even
easier for students to practice differentiation! Given a % diff expression, it will produce a
new %diff that requires the same core steps required to find the solution.

> RandomToecls:-GenerateSimilar( %diff( 6/sgrt(=z"3) + 1/(8*=z"4) - 1/
(3*=*10), =z ) );

d 9 2 1
e ks = (9)
o . & 10
d= \.'l —Ij_j — 6= a2 Z 4z
» Here is an example that requires the use of the Chain Rule to solve:
> expr = %diff( sin(5*x), x );
d' o g
N _ 10
axpn T sin( 5 x) (10)

» Student:-Calculusl:-ShowSclution( expr ) ;
Differentiation Steps
E 51ﬂ|:5 .'I.':|
e 1. Apply the chain rule to the term sin( 5 x)
= Recall the definition of the chain rule

5 /1) =76 (5 e

= Outside function

Slv) =sin(v)
= Inside function
glx)=35x

Page 13



= Derivative of outside function

(11)
d —_ i
4T 1v) = cos(v)
= Apply composition
Slglx)) = cos(5x)
» Derivative of inside function
d _
e glx)=3
= Putit all together
d 1( d i c -
(g et ) (g £) | = costs)
This gives:
Scos(5x)
* Generate a new expression that will also require the Chain Rule at some step in the
solution:
> newexpr := RandomTools:-GenerateSimilar (expr) ;
Hewexpr = ? (6cos({—4x— 9)) (12)
»> Student:-Calculusl:-ShowSclution( newexpr ) ;
Differentiation Steps
d :
e {6cosid4x+ 3))
1. Apply the constant multiplerule to the term % (Gcos(4x+ 9))
> Recall the definition of the constant multiplerule
d , sl h
& (e =¢ | 4 A
o This means:
S (6cosidx+ 9)) =ﬁ-[i cos(4x + 9]]
dx ' dx '
We can rewrite the derivative as:
d
] & cos(4x+ 9)
2. Apply the chain rule to the term cos(4x + 9)
= Recall the definition of the chain rule
d g | ) d
2o let0) =7(et) [ 5 et
(13)

s Outside function

J1v) = cos(v)

= Inside function
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glx)=4x+ 9

o Derivative of outside function
< /1) = —sin(y)

= Apply composition
Sflelx)) = —sin(4x+ 9)
o Derivative of inside function

d _
R glx)=4

> Putit all together

[% f(g(m] [% g(.ﬂ] i SR ]

This gives:
—24sin(4x+ 9)

* For convenience an option has been added to facilitate the creation of a list of random
expressions instead of just one. The following example creates 5 new expressions at
once.

> RandomTools:-GenerateSimilar( %$diff{ (y-4)*(2*y+y"2), y), repeat=5)

i R R, iy (=5y—1yly+ 9]3?%, (—(8y—Ty(—y+3))

E( (14)

(=T = Y+ ). 5 (= (=44 5+ 3))]

¥ Try Another: A New Addition to Check My Work

Maplesoft's Check My Work feature has been widely popular ameng students and educators,
with many saying, "I wish 1 had this when | was a student!" It helps learners pinpoint exactly
where they went wrong -- an invaluable tool for building understanding.

With Maple 2025, we're taking it a step further. Imagine a student working through a
problem, making a mistake, correcting it. but still needing another question to reinforce their
understanding. That's where the new Try Another button comes in—allowing students to
generate a similar question instantly and keep practicing until they feel confident.

This enhancement is now available across all practice commands—Factor Practice, Simplify
Practice, Integration Practice and more—everaging GenerateSimilar to provide an endless
stream of practice opportunities. Educators can also integrate this feature with Maple Learn
scripting tools, making it even easier to create interactive practice sheets.

With Maple 2025, students don't just find their mistakes—they get the extra practice they
need to truly master the material.

Grading -FactorPracticel 2 3 x)
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Factor

Please fill in vour steps line by line.
Click on the button to check vour work.

2:{3 — 8x

| > New Math Entry Box |

Gr'ﬂaﬁ'ng—ﬁ‘rmpfyﬁ'Pmcﬁce{cosl[x]3 + cos(x) sinl[sz}

Simplify

Please fill in yvour steps line by line.
Click on the button to check vour work.

costy)® + cod) sirf)”

| > New Math Entry Box |

Gr'aaﬁ'ng—ﬁmr'fPracﬁce{ Lr’mr’r[ i ) LX= {]'] ]
X

Find this limit

Please fill in yvour steps line by line.
Click on the button to check vour work.

| Check My Work |

| Try Another |

Check My Work
| y |

| Try Ancther |

Check My Waork
| y |

| Try Another |
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= Mew Math Entry Box

The new Try-Another button is also available when the activity is deployed to Maple Learn.

Students can practice anywhere in their web-browser using a link generated by any of these
"Practice” commands:

Grading -FactorPractice( 2 e — output = link)
https:ffleam,maplesaft,
comAAQCRIUBLIL GARMHERCHE]MAM] M EMASGNHIL ERMNIFMPL GHNBEFS]LMEMEOCGAMHUIPOL FHFHCFPFPNCMEQCPMPDICTENROOTMLL MK

V Feedback Output Options

Maple 2025 adds new options output=matrix and output=table to return or show tabular
pairs of feedback. This is useful for viewing Check-My-Work feedback on answers
imported from another system, or manually entered. The student's steps are provided as
a list of expressions, then feedback is generated and displayed line-by-line next to each
expression. The feedback results can be visually processed, or used as a data-generation
step in a larger program allowing you to add customized analysis.

with| Grading) -

Jeedback = Sﬂh'eFem’back[ [2 x— IS 2x=5x= % ] ‘outpnit'= man':’x] :

Jeedback 3]
x= % "Good job, this is the correct solution" {(15)
.S*oh'eFeedback[ Ix—1=42x=95x= % , ‘output'= fa.i':'.-"e] ;
Ix—1=4
2x=5 Ok
x= % Good joeb, this is the correct solution
Great! You found the correct solution

V Student:-ODEs
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The Student:-ODEs subpackage includes many improvements for 2025.

» Constants of integration are now in the more friendly form ¢, instead of _CI,_C2, ... as they
were in previous versions.

* ODE solutions are now better simplified and the constants of integrations are redefined as
necessary to achieve the most compact form.

* Polynomial particular sclutions for 2nd order linear ODEs which are found via the series
method are now used to completely solve the ODE via reduction of order.

* For some ODEs, solutions involving non-real constants had been ignored; those are now
included.

* In some examples, answers no longer include redundant solutions.
« Additional improvements have also been made.

« The ODEPlot command can now be called with an input system.

¥V Improved solutions
Here are a few examples of some improved solutions:

with| Student -ODEs)
In this example the factor y(x) is now ignored because it does not include any derivatives,
leading to a simpler solution:

ODESteps(y(x) - diflly(x), x) =0)
Let's solve
o) (5 9t | =0

*  Highest derivative means the order of the ODE is 1

d
% Y=
*  Separate variables
d (18)
< 1) =0

»  TIntegrate both sides with respect tox
(rd "
J [E _:Ll:.‘(:l] d‘r—JDd‘r+ c
+  Ewaluate integral
¥ =g

In this example the preliminary solution now undergoes extra simplification and the
constants of integration are redefined, leading to a simpler result:

ODESteps afgmg-(xj:x;l—@- plx] == )
Let's solve
d o In{3)ox} _
& V) 7 3

*  Highest derivative means the order of the ODE is 1
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<)

Solve for the highest derivative
d o In(3)y)

g B g e
Separate variables
d
& M=) _,
In(3)y0) _,

—

f
Integrate both sides with respect tox

<

In(3) y(x)

=

!

dr= [1 dx + ¢;
— 3 h

Evaluate integral

Tin(ln(3) p(x) — 21)
In(3)

Solve for y(x)

nj3
‘I 1' : e

e e h |
In{3)

=X+

Simplify

FI )
3 + =
3 .

-]

~ 421
Hx) = In(3)

Redefine the integration constant(s)

T, A
¥x)=c3" + n(3)

(17)

For separable equations, after integrating both sides, Maple previously could get stuck
trying to make the resulting sclution explicit. There have been some adjustments to help

avoid this problem, which have led to this new result as an example:

ODESteps(5- (£ +1): (diffly(1).1) =4-£3(1) (v(1)* = 1))

Let's solve

$(2+1) (30 ) =400 (3(° = 1)

*  Highest derivative means the order of the ODE is 1

d

dt

»(z)

+  Solve for the highest derivative

d
dt

o 4

_ 4 (M)’ —1)

Sleed)
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*  Separate variables
d
& 2 _ 4t
W) (e’ -1)  s5(£+1)
+  Integrate both sides with respect to ¢

%Jm 4t
wt) (1) — 1) i J

(18)

*  Evaluate integral

() + ¥+ 1)  Ia(wr) —1) o 2l(F+1)
- + - MRS -

+f‘!'

In this reduction of order example, the solution of the reduced ODE now undergoes extra
simplification and its integration constant is redefined, leading to a simpler solution for the
original ODE:

ODESteps(diffl v(x).x,x) + diff v(x),x)* x=0)
Let's solve
d* d A,
&2 yix) + [E _:LI:.T:IJ x=0
*  Highest derivative means the order of the ODE is2
d]
= )
dx” ~

(x)

+  Make substitution = % [ x) to reduce order of ODE

d -
s wix) + u(x)"x=0

*  Solve for the highest derivative

pr o u(x) = — HI:.T:IE.T

*  Separate variables

— u(x)

dx

=—x
1 x) 2

+  Integrate both sides with respect tox

% 1 x)
‘L—-. d‘r=J‘—.'rdT+ c
ux)”

+  Evaluate integral

1 11
—_— —t i _|_
1l x) 2 1

19
' Solve for u(x) (19
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+  Simplify
2

HiXx)=— "
|::| .'('L_EI'._I

*  Redefine the integration constant(s)
2

11+r
: 1

u(x) =

*  Solve 1st ODE for u(x)

)
ux) = —
*  Make substitution 7= Sl ¥lx)
dx
d s
— ¥x)=—
dx ) X+

*  Integrate both sides to solve fory(x)

J‘[ R viech | { .
— PIX X = = X Cn
d:"- ) J i T‘+ fI -

+  Compute integrals

x
":_IJ

i W
(x) = + -
gl

2 arctan[

We improved the main solving algorithm, leading to a new solution for this ODE, which
previously returned an error:
ODESteps(3- diffly(x),x32) +x-difflv(x).x) — 4 y(x) =0)

Let's solve

-
P

N

i; ¥(x) +x [ % :L'I:.‘(':IJ —4y(x)=0

3

. Highest derivative means the order of the ODE is2
dl

e i
dx”

. Isolate 2nd derivative

(x)

d
£ " [ de }'[r)} 4y(x)
2 Hx) =— 3 =+ 3

. Group terms with 3(x) on the lhs of the ODE and the rest on the ths of the ODE; ODE is linear
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d A
2 x| —— y(x) 3
dx”

Multiply by denominators

-
F

i; ylx} +x [ % _:L'I:.T:IJ —4y(x)=0

Assume series solution for y(x)

3

g

L

0

M) =

s

Rewrite DE with series expansions

d z :
Convert x- [ e J.'l[.rjlj to series expansion
e e R
X [E 1[.1)] = ;‘Z:Emm
dE
Convert - ¥l x) to series expansion (20)
dx”
& =
3 = LE(E—1)x ™ °
<7 M0 = 2, ak(k— 1)
Shift index using &> &+ 2
¢’ - _ _ ;
T ¥(x) = ZH}H (k+2) (k+ 1)x"
dx” =0

Rewrite DE with series expansions

[=u]

D (3o (k+2) (k+ 1) + a5 (k— 4)) F=0
k=0

Each term in the series must be 0, giving the recursion relation
(3R +9k+6) a1+ a(k—4)=0
Recursion relation; series terminates at £=4
ap(k—4)
3(R+3k+2)

G +27

Apply recursion relation for k=10

Eﬂc
Oy =

“ 3
Apply recursion relation for k=2

o

a;= —

18

Express in terms ofa{}
By

a s

427
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. Terminating series solution of the ODE. Use reduction of order to find the second linearly independ
2 q
}'(.Tj=a,3[1 + ? + L.TJ')

. Use this particul ar solution to reduce the order of the ODE and find a complete solution

o 3
[

¥ \
yix) = [1 b T 1 .‘(’4J c; X £ - 7 dx + ¢
3 (x4 182 +27)

The first order IVP algerithm now tries to make the general solution explicit before
attempting to solve for the integration constants. Instead of an error, we now get the
following solution:

ODESteps( [diffly(x).x) — 2+ y(x) =2 sqrt(p(x]) ). »(0) =1])

Let's solve

L) = 2 =230 .0(0) =
*  Highest derivative means the order of the ODE is 1
d
2% V)
. Solve for the highest derivative
L 3x) =23(x) + 23
dx
*  Separate variables
d
= 3x)
=1
2y(x) + 24 ¥(x)

»  TIntegrate both sides with respect to x

<)

2y(x) + 24 ¥(x)

d‘r=J1 dx + c;

*  Evaluate integral

In{y(x) — 1)
2

+ arctanh[\; (x) ] =x+ ¢

. Convert arctanh o 'In'

n(yx) - 1) , W(/yx) +1) (- /HE))
2 2 2

+  Solve for y(x)

f ix+2c 2x+2¢ f Zx+2e 2x+2e
I 1 1

{:I.'I:.‘(':I=—2-...' —e —e ‘r—|—1._3.'|:.‘r]=2,~.' —e — e +1]
+  Redefine the integration constant(s)
{:I.'I:.‘(':I =l ek fjeh'+ 1Lox) =2 g™ + E'IE:I‘F 1]
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v Tseinitial condition(0) =1
1==2/¢ +¢+1

. Solve forc ]

{ff e [}.__ )= 4}
»  Remove solutions that don't satisfy the ODE
c;=4

+  Substitute ¢ a 41into general solution and simplify

Wx)=—4y & +47+ 1
*  Useinitial conditiony(0) =1
1=2 fe, F&gl

. Solve for ¢ ]

c;=0

*  Remove solutions that don't satisfy the ODE
fesi)

' Solution does not satisfv initial condition

. Solution to the IVP
x)=—4J & +4e7+1

In this example, the IVP algorithm now uses a meore correct approach to solving for the
integration constant, leading to a new solution:
ODESteps([dif1y(x).x) +x¥(x) =1,7(0) =0])

Let's solve

£ 3x) + 0(x) = 1.3(0) =0

*  Highest derivative means the order of the ODE is1

<

+  Solve for the highest derivative
d .
E}(.‘fj = —xy(x) + 1
*  Group terms withy(x) on the lhs of the ODE and the rest on the rhs of the ODE
L e
oo ¥lx) +xp(x) =1

*  The ODE is linear; multiply by an integrating factor i x)
d . _
wix) [E yix) + 1}(.‘(]] =pufx)
*  Assume the lhs of the ODE is the total derivative % (¥(x) uix))
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Solve to find the integrating factor

L)
r-.ll Fa

nxj=e

Integrate both sides with respect tox

J[ % (¥(x) i) ]] dr = J‘H[.‘r] dx+ ¢
Evaluate the integral on the Ihs

yx) plx) = Ju[.r]l dx + ¢;

Solve for y(x)

J‘u(.'r] dx + o

M) = i)

2

okl

Substitute u{x) =e %
£

J‘e 2 dc+c 7

Mx) = L

e
Ewvaluate the integrals on the ths
I-\.'q \.'ll? E:I‘f[ % \.IT.TJ

= + 5

M) =

Simplify

Use initial conditiony(0) =0
0= fI

Solve forc ;

c;=10

Substitute ¢ S (into general solution and simplify

(22)
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L)
r-_ll Ea

. Solution to the IVP

L)
r-.ll B

gz
vix)= —%v’q\.’?m‘f[%yqrj e

¥V New ODEPIot calling sequence

Maple 2025 introduces a major enhancement to the ODEPlot command, which generates
direction fields and solution trajectories for systems of two first-order ODEs. Previously.
ODEPlot did not support input arguments, meaning you could only generate a default plot
of an ODE system. To modify the system or adjust plotting parameters, you had to
manually tweak the interactive controls.

In Maple 2025, we've extended the ODEPlot command te allow direct input of a custom
system via the command line, making it much more convenient to quickly visualize a
given system. The new calling sequence is as follows:

ODEFlot{system, dependent variable ranges, independent_variable_range,
parameter values, initial values):

For this calling sequence only the first argument system is required, and the rest are
optional.

Let's see how this works with a simple example:
with( Student -ODEs) -

sys = {diff(x(t). 1) = exp( — y(r)). diff (»(1). 1) = k— x(1) }:

(23)
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> ODEPlot|sys);

Select a system of differential equations

Clear intial Values

[ Custemn Sysbam w|
3 Custlom Syslem
EJ.[:"I—'E_"'“ i«
Updete System |
%}ﬂfl:é—ﬂ:) ,
03
Ranges
fi t
t rom i o 3
1 0
xir) from to
; 1 1
{ f B
i) rom 4 o 5 s
Farameter Walues
s e
"'- T T
o -1 —0: a 1
1

The system has been plotted and a number of default choices have been made for the
parameter value and the variable ranges and initial peoints. If instead we'd like to specify

those as well, we can do it as follows:
> trange=1=10.5;
t range:== t=0_35

> x range = x=—3_3;

x ramge = x=—3.3
> ¥ range= y=—2.2;

y range = y=—2.2
> parameter values = k=—1;

parameter values == k= —1
> initial_values == [t,x y]=[[0.1.2]. [0. — 3, — 2]. [0. — 2,0]];
initicd_values '= [tx y]=[[0,1.2], [0, =3, —2]. [0, —2.0]]

> ODEPlot(sys, t range x_range,y range, parameter values, initial values);

(24)

(25)

(26)

(27)

(28)
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Select a system of differential equations

| Custorn System w.:
: : Custom System
1) = 1
ar E
Uipdute Sywtemn-
%_‘I':n’] =-k—x(t]
14
Ranges
f fram to
[} ¥
|:..
xif) Trom 5 1] :
LKl tram b
Hil 2 1 -
Parameter values
l;: g T
-3 -1 —.1 a 1 3
1

Clear Initial Walues

¥ Radius of Convergence

Maple 2025 includes two new commands for checking if an infinite series converges
unconditionally and for finding its radius of convergence, Converges and ConvergenceRadius.
These are part of the SumTools:-DefiniteSum package.

with| SumTools:-DefiniteSum )

[ ConvergenceRadius, Converges, CreativeTelescoping, Definite, SummableSpace, Telescoping. (29)
pFgTaStemdardFunctions |

el

n=17

false (30)

i

1
Com e
ome’.r'ges[ 1 ]
trie (31)

The exponential series converges unconditionally.
Come;r'ges[z i]
n=1 n!

irie (32)
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C‘anverges[ E = ]

n=1"
FAIL
CGHWHE@S[:E_Ei]:ﬁsmﬁﬂng'—l < x< 1
n=1 1
trie
C‘anve‘.r'geﬂceaRaa'rm[ E i _r]
n=1 1
<1
C‘anve‘.r'geﬂceaRaa'rm[ E [E:]ff, .r]
n=1
1
X] = —
W<

(33)

(34)

(35)

(36)

¥ Find a Formula for the nth Term of a Given Integer Sequence

* Have you ever struggled to find the next number in a sequence or wondered what

formula defines it? With the new |dentifySequence command in Maple 2025, you don't
have to guess! Simply input a sequence of integers, and IdentifySequence will attempt to

identify a formula for the nth term—unlocking patterns and insights instantly.

> IdentifySequence([1, 2, 5, 7, 9], 'n');

2n—1
» IdentifySequence([1, 1, 2, 3, 5, B, 13],"'x");

x—1 11
S —‘E+LI W [ /35 ‘*J?q-iu
2 lDJ 2 2 2 10 2 EJ

» IdentifySequence([1, 2, 4, 8, 16], "t', 'start' = 0);
ot
> IdentifySequence ([88, 440, 2200, 11000],'t");
gg s !
> IdentifySequence([19,15,11,7,3], "'m");
—4dn+ 23

(37)

(38)

(39)

(40)

(41)
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